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» Daily energy in GWh
• PJM Data for Dominion

• Daily data for 2017 to 2019 

• N=1,095 observations

• All pre COVID

» Hourly weather data 
• Dry bulb temperature (deg F)

• Wind speed (mph)

• Cloud cover index (0 to 8)

» Calendar variables
• Month

• Day type

• Holidays

Oct 2021:  Support Vector Regression |   

Overview of Data
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Model Specification
» Y Variable = Daily Energy in GWh

» Calendar Variables
• Monthly binaries (Jan to Nov) 

• Day of week (Mon to Sat) (+)

• Bank Holidays, Retail Holidays       (-)

• XMas week before and after           (-)

• Time trend (+1/365 each day)         (+)

» Solar variables
• Clouds = avg clouds 8 am to 8 pm (+)

• CloudsHot (Clouds  CD70)           (-)

• CloudsCold (Clouds  HD55)         (+)

» Wind variables
• WindHot (WindSpeed  CD70)      (-)

• WindCold (WindSpeed  HD55)    (+)

» Warm-side variables
• CD60_Cap5, CD65_Cap5, 

CD70_Cap5, Cd75_Cap5, CD80 (+)

• LagCD=.8*Lag(65,1)+.2*Lag(65,2) (+)

• LagCDCold=LagCD*(HD55>0) (-)

• SpringCD60, FallCD60 (-,?)

• SatCD65, SunCD65 (-)

» Cold-side variables
• HD60_Cap5, HD55_Cap5, 

• HD50_Cap5, HD45_Cap10, HD35 (+)

• LagHD (.8*Lag(55,1)+.2*Lag(55,2))

• LagHDHot=LagHD*(CD65>0) (-)

• FallHD55, SpringHD55 (-,?)

• SatHD55, SunHD55 (?)
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OLS Regression Model – Coefficients and Statistics

T-Stat<2    
T-Stat<1
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Decomposition of Predicted Values (BX tab) -- 2017
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Cross Validation (CV) Testing
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Cross Validation (CV) – Out of Sample Testing

» Split data into Train/Test or Train/Tune/Test subsets
• K Fold (various versions), Leave P Out, Shuffle & Split

• Used here – Shuffle&Split with sklearn.train_test_split

• Test Fraction = 30%. Train on 766, Test on 329.

• 1000 splits using random_start = 1 to 1000

» Quantifies loss of model performance for out of 
sample observations.

RMSE

MAD
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Bootstrap Estimation of Confidence Bands
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Bootstrap Methods

» Bootstrap samples:
• Sampling with replacement

• Sample size is the same as the history (1,095)

• Some points are selected multiple times

• Some points are not selected at all

» Post processing of bootstrap estimation results
• Analyze coefficient estimates (standard deviations)

• Analyze predicted values (confidence intervals)

» Why do we need this?
• We don’t with OLS, because:

- OLS provides coefficient standard errors

- OLS provides prediction confidence intervals

• But SVR does not provide either

» So, let’s look at how bootstrap works in a regression context
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What is a Bootstrap Sample
» Bootstrap samples use sampling with replacement

• Pick an observation (data row) at random.  Leave it in the list.  Repeat N times.

• We started with 1,095 data rows.  Each bootstrap sample will also have 1,095 selected rows

• In a sample, some data rows are selected multiple times and some are not selected at all

• In what follows, we repeat the bootstrap sampling and model estimation process 1,000 times

Probability of Exclusion =  1 −
1

N

୒

.368 for N = 1,095

P(Exclusion) = .368
P(Inclusion)  = .632
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Using Bootstrap to Estimate Coefficient Statistics

Boot Avg:  4.10 
StdDev: .26
Ratio:       16.01

Boot Avg: 3.13 
StdDev:     .11
Ratio:      28.42

OLS:          3.13 
StdErr: .10
T-Stat: 30.67

OLS:           4.09 
StdErr: .25
T-Stat:      16.38CD60 CD65 CD70 CD75 CD80

HD60 HD50 HD45
HD55

HD35
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OLS Bootstrap Average vs. Full Sample Coefficients
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OLS Bootstrap Average vs. Full Sample “T Ratios”



©2021 ITRON CONFIDENTIAL PROPRIETARY 15Oct 2021:  Support Vector Regression |   

Reminder on OLS Confidence Bands

X

Y

Y

X

Formula with one X Variable

Formula with multiple X Variables

» Sigma () is the OLS model standard error 
• Confidence bands are a bit wider than 1.96 at the mean

• Bands get wider as X moves away from its mean

• Additional uncertainty if X is not known (as in forecasting)

σෝ୤
ଶ = σෝଶ × 1 +

1

N
+

X୤ − Xሜ ଶ

∑ X୲ − Xሜ ଶ୒
୲ୀଵ

σෝ୤
ଶ = σෝଶ × 1 + X୤ XᇱX ିଵX୤

ᇱ     
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Bootstrap Prediction Distributions

» Each bootstrap estimation generates parameters

» Parameters generate predicted values

» So, we have 1,000 predictions for each day
• Compute statistics (mean, std dev, percentiles)

» Quantifies prediction variance from parameter uncertainty

Thur
July 13

Mon
Jan 9

Sun
Oct 1

Mon
Jan 9

Thur
July 13Sun

Oct 1
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Confidence Bands from Bootstrap Estimations

» Use Bootstrap results to estimate OLS confidence bands
• Results are a bit wider (about 10%) than the results from regression confidence band formula

- This is consistent with the accuracy loss we saw in OLS cross validation 

- This suggests that the OLS confidence bands are optimistic for out-of-sample predictions

• Quantify “parameter variance” component from distribution of bootstrap predicted values 

OLS Confidence Bands
From Regression
Formula

Bootstrap 
Confidence
Bands

Prediction Variance 
From Parameter
Uncertainty
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Overview of Alternative Linear Methods
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Why Look at Alternatives to OLS

» OLS is the best linear unbiased estimator under the standard assumptions
• Errors are uncorrelated with zero mean 

• Errors have equal variance (homoscedastic)

• Note, the term “best” relates to the precision of the estimated parameter values  

» Criticisms of OLS
• The above conditions often are not met

• Even if they are met:

- Squaring residuals makes regression sensitive to outliers

- Multicollinearity causes individual parameters to be poorly identified

- Alternative estimation approaches can have better accuracy for out-of-sample predictions

» Alternative linear regression methods
• Penalization/Regularization methods:  Ridge, Lasso, Elastic Net, SVR

• Minimize absolute errors:  Quantile (q=.5), SVR
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Summary of Alternative Approaches
Y୲ = a +      b୩ X୩,୲ + e୲

k

Model:

Ridge:

Lasso:

Elastic Net:

Quantile:

SVR:

OLS: Min
tb෠

eො୲
ଶ

Min
tb෠|

eො୲
ଶ +       b෠୩

ଶ

k

Min
tb෠|

ଵ

ଶ୒
eො୲

ଶ +       b෠୩
k

Min
tb෠|1,2

eො୲
ଶ + ଵ     b෠୩ + ଶ    b෠୩

ଶ

k k

Min
tb෠|q=.5

eො୲

Penalization:  L2 Regularization
Lambda (  ) is a hyper parameter

Penalization:  L1 Regularization (Least Absolute Shrinkage)
May cause coefficients to go to zero – variable selection
Lambda (  ) is a hyper parameter

Penalization:  L1 and/or L2 Regularization
May cause coefficients to go to zero – variable selection
Lambdas are hyper parameters

No penalization.  q is a hyper parameter
With q=.5, quantile minimizes the sum of absolute errors

ଵ

ଶ୒

Min C     eො୲ −  + b෠୩
ଶ

b෠|c,

Penalization:  L2 Regularization
The error sum includes only the errors larger than 
C and epsilon (  ) are hyper parameterst+ k

Note:  With penalization, you 
need to scale the X variables to 
put the b’s on an equal footing.

-- Standardize (X-Avg)/StDev
-- Min/Max normalize (0,1)

No penalization
No hyper parameters
Scaling unnecessary











 




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Introduction to Support Vector Regression (SVR)
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Moving on to SVR

» Started with SVM (support vector machines)

• Classification problems with labeled data (early 1990’s)

• Success at character rec, image classification, and bioinformatics

• Initially, find separating plane with the widest margin

• Extended to minimize the distance of misclassified points from the margin boundary

• In these applications, only points that are on the boundary or misclassified count

» Extension to Regression in mid 1990’s

• Various kernels: Linear, Radial Basis, Polynomial, …

• With Linear kernel, the model is yt=a+bXt+et

• The estimation objective can be expressed as:

Min b෠୩
ଶ  + C     s୲

b෠|c, tk

where s୲ = eො୲ −  if eො୲ > 
                  =  0             if eො୲ ≤ 


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SVR Estimation Given C, eps 

f(x)

f(x)+

f(x)- 

s

» Epsilon insensitive method
• Points inside epsilon tube (blue) don’t count

• Points outside (red) do count

• S is the vertical distance to the margin 

• Red points are the “support vectors”

» C and  are hyper parameters
• Can’t minimize over C or  in training

• If you minimized over C, , b

- C would go to 0

- eps would get big (sending s to 0)

- b would go to 0

- Model would fail out of sample tests

• Select C,  using cross validation 

Support Vectors

Y

X

Epsilon Insensitive

eps

eps

s

where s୲ = eො୲ −  if eො୲ > 
                  =  0             if eො୲ ≤ 

Min b෠୩
ଶ  + C     s୲

b෠|c, tk

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What SVR looks like for a Daily Energy Model
» It is a different idea:  Make the sum of squared parameters small while also making the  

sum of the vertical distances from the epsilon boundaries small.  

This is how it
looks to SVR.
 controls the size
of the insensitive range.
C controls the balance.

Data generated
with a known 
cubic model
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Selecting SVR Hyper Parameters



©2021 ITRON CONFIDENTIAL PROPRIETARY 26Oct 2021:  Support Vector Regression |   

Selecting C and eps
» So, how do we select a value for C and  to support estimation

» One approach is a grid search using Train/Test cross validation (CV)
• Loop over values of C and eps

- Loop over cross validation folds (10-fold used)
- Estimate model using CV training set

- Calculate score (R-square) using CV test set

• Average test scores across the folds

C=.1 C=.3 C=.5 C=3C=2C=1 C=5 C=6C=4

C=.1, .3, .5, 1, 2, 3, 4, 5, 6

 =1, 2, 3, 4, 5, 6, 7, 8
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Selecting C and eps (cont.)

C=1.25, 1.5, 1.75, 2, 2.25, 2.5
 =2.75, 3, 3.25, 3.4, 3.5, 3.6, 3.75, 4, 5, 6

eps=3.5

» Second round, focused on C between 1.25 and 2.5

» Explored values of eps in more detail and focused in on  in the 3 to 4 range

» Best score is C=1.5, eps = 3.5
•  value is slightly below the OLS regression MAD (about 4.0)

• 51% of observations are epsilon insensitive

• 49% of observations are support vectors

C=1.25 C=1.5 C=1.75 C=2.25C=2 C=2.5
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Comparison of OLS and SVR Results
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How Does SVR Stack Up for This Problem

» Training Statistics (Full Sample) are slightly worse than regression
• RMSE:  OLS = 4.93,  SVR = 4.98

• MAD:    OLS = 3.93,  SVR = 3.96

» How about out of sample performance?
• Shuffle Train/Test splits, 30% Test, 1000 splits

• OLS is slightly better out of sample for most statistics

• But SVR is a solid contender

• It could be different for problems with fewer unbalanced variables

OLS Train/Test Results from 1000 Train/Test Splits SVR Train/Test Results from 1000 Train/Test Splits
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Coefficient Comparison – 1,000 Bootstrap Samples

SVR Boot 
Average:  4.01 
StdDev:     .30
Ratio:     13.53

OLS
CD Coefs

SVR
CD Coefs

OLD Boot
Average:  9.04 
StdDev:    .42
Ratio:     21.56

SVR Boot
Average:  8.93 
StdDev:    1.16
Ratio:      7.68

OLS Boot
Average:  4.10 
StdDev: .26
Ratio:     16.01

OLS:        4.09 
StdErr: .25
T-Stat:    16.38 OLS:        9.04 

StdErr:     .45
T-Stat: 20.09

Note:  Only 
41 days > 80
in 3 years

CD60 CD65 CD70 CD75 CD80

CD60 CD65 CD70
CD75

CD80



©2021 ITRON CONFIDENTIAL PROPRIETARY 31Oct 2021:  Support Vector Regression |   

Compare SVR and OLS Coefficients
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Compare SVR and OLS Coef Significance
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Compare SVR and OLS Bootstrap Confidence Bands

Computed from 
SVR Bootstrap Predictions

Actual Values

Confidence Bands

Actual Values

Confidence Bands

Computed from 
OLS Bootstrap Predictions

» SVR and OLS Bootstrap Confidence Bands are basically the same
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Conclusions
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Conclusions
» Support Vector Regression is a relatively new method

» It is different:
• Errors don’t count for points close to the line (inside the epsilon tube) OLS does not do this

• Errors do count for points outside the epsilon margins                               OLS counts all errors

- Uses the sum of absolute distances from the margin OLS uses squared errors

• Coefficient size is penalized (sum of squared coefficients) OLS does not penalize

• You need to select hyper parameter values (C, ) before estimation          OLS has no HPs

• You need to bootstrap to get standard errors and confidence bands           OLS has formulas 

» For the data analyzed here:
• Overall performance is similar to OLS

• OLS out-of-sample fit is slightly better

• OLS significance estimates are a bit stronger

• OLS prediction intervals are a bit tighter

• For both methods, the important thing is to get the model specification right to capture nonlinearities and 
important interactions.  Feature engineering is everything.
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